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Abstract

Background: Measures of spatial intratumor heterogeneity are potentially important 
diagnostic biomarkers for cancer progression, proliferation, and response to therapy.  Spatial 
relationships among cells including cancer and stromal cells in the tumor microenvironment 
(TME) are key contributors to heterogeneity. Methods: We demonstrate how to quantify 
spatial heterogeneity from immunofluorescence pathology samples, using a set of 3 basic 
breast cancer biomarkers as a test case.  We learn a set of dominant biomarker intensity 
patterns and map the spatial distribution of the biomarker patterns with a network.  We then 
describe the pairwise association statistics for each pattern within the network using pointwise 
mutual information (PMI) and visually represent heterogeneity with a two-dimensional map. 
Results: We found a salient set of 8 biomarker patterns to describe cellular phenotypes from 
a tissue microarray cohort containing 4 different breast cancer subtypes.  After computing 
PMI for each pair of biomarker patterns in each patient and tumor replicate, we visualize the 
interactions that contribute to the resulting association statistics.  Then, we demonstrate the 
potential for using PMI as a diagnostic biomarker, by comparing PMI maps and heterogeneity 
scores from patients across the 4 different cancer subtypes.  Estrogen receptor positive 
invasive lobular carcinoma patient, AL13-6, exhibited the highest heterogeneity score among 
those tested, while estrogen receptor negative invasive ductal carcinoma patient, AL13-14, 
exhibited the lowest heterogeneity score.  Conclusions: This paper presents an approach 
for describing intratumor heterogeneity, in a quantitative fashion (via PMI), which departs 
from the purely qualitative approaches currently used 
in the clinic.  PMI is generalizable to highly multiplexed/
hyperplexed immunofluorescence images, as well as 
spatial data from complementary in situ methods 
including FISSEQ and CyTOF, sampling many different 
components within the TME.  We hypothesize that PMI 
will uncover key spatial interactions in the TME that 
contribute to disease proliferation and progression.

Key words: Computational pathology, multiplexed 
immunofluorescence, pointwise mutual information, 
tumor heterogeneity, tumor microenvironment

This article may be cited as:
Spagnolo DM, Gyanchandani R, Al-Kofahi Y, Stern AM, Lezon TR, Gough A, et al. Pointwise 
mutual information quantifies intratumor heterogeneity in tissue sections labeled with 
multiple fluorescent biomarkers. J Pathol Inform 2016;7:47.

Available FREE in open access from: http://www.jpathinformatics.org/text.
asp?2016/7/1/47/194839

This is an open access article distributed under the terms of the Creative Commons 
Attribution-NonCommercial-ShareAlike 3.0 License, which allows others to remix, 
tweak, and build upon the work non-commercially, as long as the author is credited 
and the new creations are licensed under the identical terms.

For reprints contact: reprints@medknow.com

Access this article online
Website:  
www.jpathinformatics.org

DOI: 10.4103/2153-3539.194839

Quick Response Code:



J Pathol Inform 2016, 1:47	 http://www.jpathinformatics.org/content/7/1/47

INTRODUCTION

For many malignancies, molecular and cellular 
heterogeneity is a prominent feature among tumors 
from different patients, between different sites of 
neoplasia in a single patient and within a single tumor.[1] 
Intratumor heterogeneity involves phenotypically distinct 
cancer cell clonal subpopulations and other cell types 
that include local and bone marrow‑derived stromal 
stem and progenitor cells, subclasses of immune 
inflammatory cells that are either tumor promoting 
or tumor‑killing, cancer‑associated fibroblasts, 
endothelial cells, and pericytes that comprise the tumor 
microenvironment  (TME) or “tumor tissue system.”[2‑5] 
The TME can be viewed as an evolving ecosystem where 
cancer cells engage in heterotypic interactions with these 
other cell types and use available resources to proliferate 
and survive.[6,7] Consistent with this perspective, the 
spatial relationships among the cell types within the 
TME  (i.e.  spatial heterogeneity) appear to be one of 

the main drivers of disease progression and therapy 
resistance.[8‑12] Thus, it is imperative to define the spatial 
heterogeneity within the TME to properly diagnose the 
specific disease subtype and identify the optimal course 
of therapy for individual patients.

To date, intratumor heterogeneity has been explored 
using three major approaches  [Figure  1]. The first 
approach is to take core samples from specific 
regions of tumors to measure population averages. 
Heterogeneity is measured by analyzing multiple cores 
within the tumor. The specific analyses include whole 
exome sequencing,[13‑16] epigenetics,[17] proteomics,[18,19] 
and metabolomics  [Figure  1b].[19] The second 
approach involves “single cell analyses” using the 
above methods,[20,21] RNA‑Seq,[22] imaging,[23] or flow 
cytometry[24] after separation of the cells from the tissue. 
The third approach uses the spatial resolution of light 
microscope imaging to maintain spatial context and 
is coupled with molecular‑specific labels to measure 
biomarkers in the cells in situ.[3,25-27]

Figure 1: Quantifying spatial intratumor heterogeneity. (a) The current state‑of‑the‑art uses genomics, epigenomics, proteomics, and/or 
metabolomics to study heterogeneity on either ground up tissue samples or single cells. These approaches do not account for the spatial 
organization of the tumor microenvironment. (b) We present a method using multiplexed immunofluorescence imaging, which incorporates 
spatial distribution of biomarkers, in addition to their intensities, to characterize spatial intratumor heterogeneity. As shown in regions 
1–4, the spatial organization of biomarker signals varies across the sample. Our method can capture this variation in a whole slide sample 
and is applicable to single‑protein, multiplexed  (up to 7 biomarkers), and hyperplexed  (>7 biomarkers) immunofluorescence images. 
Furthermore, our method may be applied beyond the realm of cellular constituents, where we can study spatial interactions between 
cells and noncellular components (e.g., secretory elements, extracellular matrix)
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Spatial analyses using light microscope imaging facilitate 
analysis of large areas of tissue sections and/or multiple 
tumor microarray sections at the cellular and subcellular 
levels. Subcellular resolution, for example, permits 
the identification of the activation state of specific 
biomarkers  (e.g.,  translocation of transcription factors 
into the nucleus).[28] In addition, recent developments 
in mass spectrometry imaging permit many cellular 
constituents to be measured across a tissue section but at 
a lower resolution than optical microscopy.[29]

Several light microscopy imaging platforms have been 
developed to characterize cellular biomarker expression 
levels within tumors including transmitted light and 
fluorescence.[30] Multivariate information based on 
fluorescence has been acquired from images of large 
area tissue sections and tissue microarrays  (TMAs) 
based on DNA, RNA, and protein biomarkers, usually 
from 1 up to 7 fluorescently labeled biomarkers in the 
same sample  (multiplexed fluorescence).[28,31] Multiple 
commercial platforms can now be used to acquire, process, 
segment and perform some basic analyses of biomarker 
signal levels in tissue samples  (e.g.,  Genoptix, Carlsbad, 
CA, USA; Olympus, Center Valley, NJ, USA; Carl Zeiss, 
Inc., Thornwood, NY, USA; Hamamatsu Photonics, 
K.K., Hamamatsu City, Japan; Leica Biosystems, Inc., 
Buffalo Grove, IL, USA). Recently, platforms have been 
demonstrated permit up to 60 fluorescently labeled 
antibodies and a few DNA or RNA hybridization probes to 
be acquired in an iterative cycle of labeling, imaging, and 
quenching fluorescence.[32,33] It is now possible to “map” 
the location of specific cell types, states of cell activations, 
cell biomarker expression levels, and localizations, as well 
as extracellular constituents in tissue sections and TMAs.

A major challenge is to develop algorithms that can 
quantify key spatial relationships  (interactions and 
lack thereof) within the TME based on panels of 
biomarkers. Initial efforts in measuring heterogeneity in 
tissue sections applied diversity metrics from ecological 
studies, such as Shannon entropy and Rao’s quadratic 
entropy  (QE).[9,34‑37] However, these methods have not 
been adapted for multiplexed  (up to 7 biomarkers) or 
hyperplexed (>7 biomarkers) immunofluorescence  (IF) 
data.[2] Other methods that account for high‑dimensional 
data may not have sophisticated cell phenotyping 
methods, allowing each biomarker to be only “on” or 
“off.”[38] Furthermore, a few of these methods incorporate 
the spatial relationships between biomarker patterns 
in their heterogeneity scores.[9,36] Indeed, the spatial 
organization of the TME has been hypothesized to be 
an important diagnostic biomarker in addition to the 
expression levels of selected biomarkers from both cancer 
and noncancer cells.

We have designed a method to quantify spatial 
intratumor heterogeneity  [Figure  1]. The method can 

work with single biomarker, multiplexed, or hyperplexed 
IF data [Figure  2]. Other heterogeneity characterization 
methods, although insightful, may not incorporate spatial 
information or employ multiplexed methods, which 
implicate a larger number of biomarkers. One such method 
uses region of interest sampling to add spatial resolution, 
but this approach does not study spatial relationships 
between cell phenotypes, nor does it look at more than 
a single biomarker in its model of heterogeneity.[35] 
Another method does look at linear relationships among 
different biomarkers using multiplexed/hyperplexed IF 
data, but does not incorporate any spatial information, 
nor does it consider nonlinear associations.[39] Yet 
another looked at multiplexed phenotypic associations, 
in contrast to[39] which looked at biomarker associations, 
but also neglected spatial information.[40] Our method is 
holistic in its approach, using both the expression and 
spatial information of an entire tumor tissue section 
and/or spot in a TMA to characterize spatial associations. 
In addition, most other methods report intratumor 
heterogeneity as a single score, thus potentially mapping 
two spatially different organizations of the TMEs 
incorrectly to the same score. In comparison, we generate 
a two‑dimensional  (2D) heterogeneity map to explicitly 
elucidate spatial associations of both major and minor 
subpopulations. We hypothesize that the characterization 
of spatial intratumor heterogeneity will be an important 
diagnostic biomarker for cancer progression, proliferation, 
and response to therapy.

In this paper, the spatial intratumor heterogeneity 
measure we developed uses data processed on a TMA. We 
introduce these methods as a proof‑of‑concept, where we 
demonstrate the ability to quantify spatial heterogeneity 
using replicate cores of patient tumors and three breast 
cancer biomarkers  (estrogen receptor  [ER], human 
epidermal growth factor 2  [HER2], and progesterone 
receptor  [PR]) combined with biomarkers for 
segmentation including the nucleus, plasma membrane, 
cytoplasm, and epithelial cells (see below). The impact of 
our method, using pointwise mutual information  (PMI) 
to quantify spatial intratumor heterogeneity, will be 
extended in future studies to the analysis of whole‑slide 
IF images, labeled with increasing numbers of cancer and 
stromal biomarkers.

METHODS

Tissue Microarray Preparation
A TMA of 99 spots  (plus orientation cores) consisting 
of triplicate, 1  mm diameter cores from 24 invasive 
breast tumor tissues was constructed by the Tissue 
and Research Pathology Core Facility at the University 
of Pittsburgh Cancer Institute. Formalin‑fixed 
paraffin‑embedded  (FFPE) tumor blocks were obtained 
from the University of Pittsburgh Health Sciences Tissue 
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Bank under the Institutional Review Board approved 
protocol (PRO13080285). Immunohistochemical expression 
levels for ER, PR, and HER2 were assessed according to 
the American Society of Clinical Oncology/College of 
American Pathologists guidelines. In total, three cases 
of ER(+) invasive ductal carcinoma  (IDC), five cases of 
ER(+) invasive lobular carcinoma  (ILC), eight cases of 
ER(−) IDC, and eight cases of HER2(+) IDC were each 
cored in triplicate for a total of 72 tumor tissue spots. 
The remaining 27 spots consisted of 1  mm cores from 
cell pellets made from MCF7, MCF10A, MDA‑MB‑231, 
and MDA‑MB‑468 breast cancer cell lines  (Breast Cancer 
Panel, ATCC, Manassas, VA, USA), which were included 
as staining controls for the multiplexed IF study. Locations 
of all cores within the array were randomized. As an 
additional positive staining control, we also purchased 
a commercial breast cancer tissue array  (BRC482 from 
Pantomics, Inc., Richmond, CA, USA).

Multiplexed Immunofluorescence Staining and 
Imaging
Multiplexed IF staining and imaging of the study and 
control microarray slides were conducted as described 
previously.[32] Two sequential 5 µm sections of the study 
array on positively charged glass microscope slides 
and one BRC482 control slide were taken through the 
process in parallel. The methods for slide preparation and 
iterative rounds of staining and imaging were described 
in detail by Gerdes et al.[32] and issued patents referenced 
therein. Briefly, slides were cleared of paraffin, subjected 
to a 2‑step antigen retrieval protocol, and blocked with 
donkey serum and bovine serum albumin solution. 
A  total of four rounds of staining, imaging, and dye 
deactivation were completed: Round 1: ribosomal protein 
S6  (Cy3 conjugate of rabbit anti‑phospho‑40S ribosomal 
protein S6  [Ser‑240/244], #2215, cell signaling, used at 
10 μg/mL), ER (Cy5 conjugate of mouse anti‑ER‑α, clone 

Figure 2: Multiplexed immunofluorescence image of a tissue microarray spot.  (a) Pseudocolored multi‑channel fluorescence image is 
shown for the estrogen receptor(+) invasive ductal carcinoma spot 55 of the tissue microarray [Table 1]. Human epidermal growth factor 
2 is shown in red, estrogen receptor in blue, and progesterone receptor in green (see legend in the top left corner). Areas of progesterone 
receptor/estrogen receptor coexpression will appear in cyan, human epidermal growth factor 2/estrogen receptor co‑expression in magenta, 
and progesterone receptor/human epidermal growth factor 2 coexpression in yellow. Arrows point to three different heterogeneous regions 
in the tumor sample, with varying populations of estrogen receptor(+), progesterone receptor(+), and estrogen receptor(+)/progesterone 
receptor(+) cells. The upper arrow indicates a tumor microdomain with higher than average estrogen receptor(+)/progesterone receptor(+) 
phenotyped cells. The middle arrow indicates a microdomain probably the best representative of the tumor sample en masse, containing 
mostly estrogen receptor(+) cells. In the third microdomain, indicated by the lower arrow, there is a higher than average population of 
progesterone receptor(+) cells.  (b‑d) Individual pseudocolored fluorescence images are shown for human epidermal growth factor 2, 
estrogen receptor, and progesterone receptor

dcb

a



J Pathol Inform 2016, 1:47	 http://www.jpathinformatics.org/content/7/1/47

1D5, #M7047, DAKO, used at 10 μg/mL); Round 2: 
PR (Cy3 conjugate, 13095, used at 5 μg/mL), HER2 (Cy5 
conjugate of rabbit anti‑HER2 clone D8F12.#4290, 
cell signaling, used at 5 μg/mL); Round 3: 
pan‑cytokeratin  (pan‑CK)  (Cy3 conjugate, 13010/13421, 
2.5 μg/mL), Na+/K+‑ATPase  (plasma membrane) 
(Cy5 conjugate of rabbit anti‑sodium‑potassium‑ATPase, 
clone EP1845Y, #2047‑1, epitomics, used at 5 μg/mL); 
and Round 4: pan‑cadherin  (PCad)  (Cy3 conjugate 
of rabbit anti‑pan cadherin  [RB‑9036; Thermo 
Scientific], stained at 5 μg/mL), epidermal growth factor 
receptor  (EGFR)  (Cy5 conjugate of rabbit‑anti‑EGFR 
clone D38B1  [4267; cell signaling], used at 1 μg/mL). 
These eight primary antibodies were conjugated using 
NHS‑ester dye chemistry as previously described, and 
each lot was revalidated on control tissue sections 
before used in this study. Background images were 
collected before the first round and following each dye 
deactivation step and subsequently used for subtraction 
of background autofluorescence, as described below. 
4’,6‑diamidino‑2‑phenylindole  (DAPI) staining of nuclei 
was collected for all rounds of imaging, and DAPI stain 
was recharged before each antibody staining round. 
Imaging was on Olympus I  ×  81 inverted fluorescence 
microscope with a 20  ×  0.75 NA objective outfitted as 
described by Gerdes et al.[32]

Image Processing and Cell Quantification
The biomarker images, acquired in different rounds, were 
first aligned. Alignment of the different channels was 
achieved by registering each DAPI image from successive 
rounds of imaging to the DAPI image of the first 
round using rigid transformation  (i.e.,  only translation 
and rotation).[41] After registration, autofluorescence, 
which is typical in FFPE tissue, was separated from 
the fluorophore signals. To do this, an autofluorescence 
removal process[42] was applied, in which an image of the 
unstained sample was acquired, normalized, and then 
subtracted from the corresponding normalized‑stained 
image.

The subsequent step in the workflow was image 
segmentation, which consisted of several steps [Figure 1]. 
First, DAPI‑stained nuclei were segmented using a 
wavelet‑based segmentation algorithm, followed by 
applying shape‑based watershed  [Figure  1a and b].[43] 
Second, an epithelial segmentation algorithm was used to 
identify the epithelial cells in the image using a biomarker 
that is known to be specific to the epithelial cells or at 
least with known subcellular localization patterns in the 
epithelial cells  (e.g.,  pan‑CK). Third, the cell cytoplasm 
and membrane were segmented using an algorithm 
that detects tubular structures in the image based on 
computing Frangi vesselness  [Figure  1c and d].[44] In 
parallel, a multi‑level watershed algorithm was applied on 
the membrane segmentation marker to extract initial cell 
contours.[45] In the final step, initial cell segmentation 

results were combined with the three individual 
compartment segmentations  (i.e.,  nuclear, cytoplasm, 
and membrane) as well as the epithelial mask to generate 
final cell segmentation mask.

The last step of the workflow was image quantification. 
Given the segmentation masks and any number of 
biomarker images, a large number of measurements were 
computed. These measurements include different cell 
morphological features  (e.g.,  cell size and shape) and 
several statistics  (e.g.,  mean, variance, and kurtosis) of 
each biomarker at the image, cell, and subcellular levels. 
Although the subcellular measurements for biomarker 
intensity were available, for this study we used only 
the mean biomarker intensity at the cellular level. We 
experimented using the median biomarker intensity as 
well but observed qualitatively similar results.

Data Preparation and Automated Quality Control
After the quantification, two automated quality 
control  (QC) steps were applied. The first QC step 
detected damaged or lost tissue from round‑to‑round 
imaging and artifacts such as light saturation or poor 
focus, by producing image masks that differentiate 
between good‑  and poor‑quality regions within each 
image. The poor‑quality regions were subsequently 
masked out and excluded from downstream analysis. 
Properly sectioned and imaged cells are expected to 
fall within a specific size range, and the majority of 
their nuclei should remain in the section with minimal 
fragmentation. Thus, the second QC step filtered 
out cells based on size and the number of enclosed 
nuclei fragments. For this work, we used minimum and 
maximum cell size thresholds of 100 and 3000 pixels (37 
and 1110 μm), respectively. In addition, we rejected cells 
with zero or more than three nuclei fragments.[32,46,47]

Partitioning Cells into Two Subpopulations to 
Account for the Distinct Regimes in Biomarker 
Intensity Distributions
Figure  3 shows our strategy of quantifying heterogeneity, 
which is to describe the spatial organization of expression 
patterns in a tumor sample. To enable this description, 
we observe that the probability distributions of the mean 
cellular biomarker intensity values  (ER, HER2, PR) can 
be partitioned into two subpopulations. We will refer the 
two populations as high‑  and low‑intensity regimes, L1 
and L2, respectively [Figure 4a].

A threshold was defined using the knee observed 
in the probability distribution plots for each of the 
biomarkers  (shown as vertical lines in Figure  4a). Since 
the data had already gone through several stages of 
QC  (as described in the Methods), it was assumed that 
both the low‑intensity and high‑intensity populations 
were unique properties of the data, separate from 
nonspecific fluorescence. A  given cell was assigned to 



J Pathol Inform 2016, 1:47	 http://www.jpathinformatics.org/content/7/1/47

the high‑intensity subpopulation if any one of its mean 
biomarker values was greater than its respective threshold. 
A  cell was assigned to the low‑intensity subpopulation if 
and only if all of its mean biomarker values were below 
their respective thresholds. Biomarker patterns were then 
learned for each subpopulation of the data separately.

Learning Dominant Biomarker Intensity Pattern 
Set from Each Cell Subpopulation
We aimed to discover a set of biomarker intensity 
patterns that adequately describe the high‑  and 
low‑intensity subpopulations  (L1 and L2) of IF data. 
While we could have imposed a predefined set of 
biomarker intensity patterns (for example, ER high/HER2 
low/PR low and ER low/HER2 high/PR low), it was more 
compelling to learn the dominant patterns from the data, 
via machine learning  (see Methods). The number of 
patterns needed to describe the data is likely to be greater 
than its dimensionality. This formulation is known as an 
overcomplete representation  (see Supplementary Text for 
a glossary of machine learning and information theory 
terms). For example, if ER, HER2, and PR biomarker 
intensities were binarized into high and low signals, there 
would be eight potential combinations to describe the 
biomarkers intensities in three dimensions. In addition, 
we sought to develop methods that were applicable to 

single biomarker expression data, multiplexed co‑staining 
methods  (<7 biomarkers), and emerging hyperplexed 
technologies  (>7 biomarkers). To prescribe a predefined 
set of patterns on high‑dimensional data, one would 
have to enumerate all potential combinations of 
biomarker intensities for that dataset: an exponentially 
complex endeavor. Machine‑learning methods have the 
added benefit of scalability to these higher‑dimensional 
problems.

A previous study suggests using mixtures of Gaussians 
to model high‑dimensional biomarker distributions.[40] 
However, the formulation we describe below promotes 
interpretability via the mapping of cells to specific 
biomarker patterns. In addition, we are making no 
assumptions about the Gaussianity or distribution of 
cellular biomarker intensity profiles.

For our pattern recognition, we learned an overcomplete 
dictionary where the number of biomarker patterns 
used to represent the data is larger than its 
dimensionality  (number of elements comprising each 
pattern). For example, we used eight biomarker patterns 
to describe IF data in three dimensions (ER, HER2, PR). 
Hereafter, we will refer to an overcomplete dictionary 
with m patterns as being m‑overcomplete. Because the 
representation was overcomplete, we forced the cells to 

Figure  3: Canonical pointwise mutual information maps depicting various forms of spatial   intratumor heterogeneity.  (a) Cartoon 
representation of eight different cellular phenotypes based on high‑dimensional biomarker intensity patterns acquired via pattern 
recognition algorithms [see Figure 4 for more details]. (b) A pointwise mutual information map with strong diagonal entries and weak 
off‑diagonal entries describes a globally heterogeneous but locally homogeneous tumor. In this example, the pointwise mutual information 
map highlights locally homogeneous tumor microdomains containing cells of only one type each, phenotypes 2, 4, and 8 respectively. (c) 
On the contrary, a pointwise mutual information map with strong off‑diagonal entries describes a tumor that is locally heterogeneous. In 
this example, locally heterogenous tumor microdomains exist as portrayed by the off‑diagonal entries. One domain contains phenotypes 
1 and 6, another contains phenotypes 2 and 4, and yet another containing phenotypes 3 and 8. (d) Pointwise mutual information maps 
can also portray anti‑associations [e.g., if phenotype 1 never occurs spatially near phenotype 3, see Figures 5 and 6]. The ensemble of 
associations and anti‑associations of varying intensities along or off the diagonal represents the true complexity of tumor images in a 
format that can be summarized and interrogated
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Figure 4: Learning a dictionary of cellular expression patterns. (a) Thresholds drawn as vertical lines for partitioning dataset into high‑signal 
and low‑signal subpopulations (L1 and L2, respectively). (b) Linear approximations of the L1 (high signal) and L2 (low signal) data matrices 
by the overcomplete dictionaries D and the sparse coding matrices W. Data matrix D × W is a reconstruction of the dataset, X. The rows of 
X and D correspond to estrogen receptor, progesterone receptor, and human epidermal growth factor 2 biomarker intensities, as labeled. 
The columns of X and W correspond to each individual cell. The columns of D correspond to the unique dictionary elements and the rows 
of W correspond to their weights. (c) Each cell is phenotyped to a single pattern in dictionary D. A three‑dimensional representation of 
the L1 matrix is shown, where each cell is color coded by its phenotype. (d) Subspace selection of overcomplete dictionaries D, for L1 
and L2, leads to a pattern size of 11 for each subpopulation. (e) Each pattern in the dictionary is shown as a colored stem plot and refers 
to (from left to right) the estrogen receptor, human epidermal growth factor 2, and progesterone receptor intensity levels. It is convenient 
to describe these intensities as high, medium, and low as we will do in the main text. For example, the cyan‑colored pattern 2 in the L1 
dictionary (left), which accounts for the cyan‑colored cloud in panel c, may be described as estrogen receptor high, human epidermal 
growth factor 2 high, and progesterone receptor low. Next, using k‑means clustering, we consolidate the L1 and L2 dictionaries into a 
final dictionary set of size 8. To denote the outcome of k‑means clustering, we draw a colored box around each pattern in the L1 and 
L2 dictionaries, corresponding to the eight different consolidated clusters and show the mean patterns of the consolidated dictionary 
to the right
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have a sparse coding, i.e.,  each cell is phenotyped with 
only one or few of the biomarker patterns. A  sparse 
coding of the data improves interpretability for both 
cancer biologists and pathologists.

We used K‑SVD, an iterative k‑means derived method 
for designing overcomplete dictionaries with various 
sparsity constraints, to represent the IF data.[48] Each 
cell, 

xi  in the high‑  or low‑intensity subpopulation was 
approximated by the following linear equation:

x w d w d w di i
1
1 i

2
2 i

m
m

   
    � (Equation 1a)

with the constraint

Card i

w 1� (Equation 1b)

where 

w w wi i i

m( ,...., )1  and is the pattern coefficient 

vector for the ith cell, 
 
d d1 m......  represents the patterns 

in an m‑overcomplete dictionary, wi
j  is the pattern 

coefficient for the jth pattern of the ith cell, and Card i

w  

is the cardinality  (the number of nonzero elements) 
in pattern coefficient vector 


wi . By constraining the 

cardinality of the pattern coefficient vector to 1, we 
have explicitly set up the K‑SVD algorithm to build 
a sparse representation such that each cell in a given 
dataset was phenotyped to only a single pattern in the 
dictionary [Figure 4b and c].

The biomarker pattern dictionary was learned using the 
logarithm of biomarker intensities for each cell in the 
TMA, for numerical stability. Since K‑SVD is an iterative 
algorithm, we set it to run for 25 iterations well after it 
had reached a steady state result.

Determine Best Dictionary Size, m
A priori, it is not evident that how many elements 
should comprise the biomarker pattern dictionary. 
Representation error of the biomarker intensity data for 
each cell will tend to decrease as the number of patterns 
in the vocabulary increases. For example, if the number 
of patterns is equal to the number of cells in the TMA 
dataset, the representation error will be zero. However, 
the representation error of our dataset, given the linear 
approximations for different vocabulary sizes, decreased 
at smaller intervals as the vocabulary size approached the 
number of cells. Thus, we chose a vocabulary size where 
the representation error was low, but further increases 
to the vocabulary size had minimal returns. For each 
potential biomarker pattern dictionary size, m, the error 
of the linear representation was computed as:

e x w d w d w dim i 1 1 2 2 m m    
  

 � (Equation 2)

To determine the best dictionary size, m, we performed 
a 10‑fold cross‑validation on the linear reconstruction for 
each IF data subpopulation. The data were split into ten 

equal but distinct groups, and the algorithm was trained 
on nine parts of the split and tested on the remaining 
one part. This procedure was repeated to cycle through 
each of the ten possible testing sets, with both the mean 
reconstruction error and the variance of the error reported 
at completion. An elbow criterion was used to choose 
the best subspace representation, where the allowance 
of another pattern in the dictionary was not found to 
decrease the error significantly [Figure 4d].

Construct Spatial Networks to Describe the 
Organization of Biomarker Patterns in a Tumor
To represent the spatial organization of the biomarker 
patterns in a tumor, a network was constructed for each 
spot in the TMA. The construction of spatial networks 
for tumor samples intrinsically couples cellular biomarker 
intensity data  (in the nodes of the network) to spatial 
data  (in the edges of the network). The assumptions in 
the network construction were that cells have the ability 
to communicate with nearby cells up to a certain limit, 
up to 250  µm as described by Francis and Palsson,[49] 
and that the ability for cells to communicate within 
that limit depends on cellular distance. Therefore, the 
probability distribution was computed for the distance 
between a cell in the TMA and its ten nearest neighbors. 
A  hard limit was chosen based on the median value of 
this distribution times 1.5  (to estimate the standard 
deviation), where cells in the network were connected 
only within this limit. This limit was consistent with the 
250 µm limit proposed by Francis and Palsson.[49] Then, 
the edges between cells in the network were weighted by 
the distance between the adjacent cells.

Using Pointwise Mutual Information to Quantify 
Spatial Biomarker Pattern Relationships
PMI was used to measure the association between each 
pair of biomarker patterns in the dictionary and thus 
different cell phenotypes, for a given sample of the data. 
This metric captures general statistical association, both 
linear and nonlinear, where previous studies[39] have used 
linear metrics such as Spearman’s rho coefficient. PMI 
may be computed for an individual spot in the TMA, a 
single patient in the trial  (using all of the spots sampled 
from that patient), a specific cancer cohort in the TMA, 
or the entire TMA. Once computed for each pair of 
biomarker patterns, a measure of all associations in the 
data is displayed in a PMI map. This map describes 
relationships between different cell phenotypes within the 
microenvironment, where differences may be compared 
from spot‑to‑spot and patient‑to‑patient.

Given a linear deconstruction of an IF dataset X, where 
each column of X is a cell xk, into an overcomplete 
dictionary D, where each column of D is a distinct 
pattern di, and a sparse coding matrix W which assigns 
each cell to only a single biomarker intensity pattern, we 



J Pathol Inform 2016, 1:47	 http://www.jpathinformatics.org/content/7/1/47

assign each cell to have a phenotype fi, where i is the 
nonzero index in column wk of W. A  potential pitfall 
of the algorithm is that high‑  and low‑signal intensity 
cells can be assigned to the same cell phenotype  (more 
discussion of this in the Results section).

PMI between a pair of biomarker phenotypes (fi, fj) for a 
given network or network set S is defined as:

PMI f f
P f f

P f P fi t
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i j
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, �log
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where P fis( )  is the probability of phenotype fi occurring 
in network set s, and P fit( )  is the background probability 
distribution of phenotype fi derived from the complete 
ensemble of networks. Note that the background 
distributions are based on the entire dataset, to compare 
individual networks to the distribution of the TMA as a 
whole. This construction is similar to the position‑specific 
scoring matrices for either DNA or protein sequences, 
where the background distributions denote the probability 
of finding any particular nucleotide or amino acid over 
the dataset of sequences, for any given position.[50] A 
PMI map consists of the PMI score for every possible pair 
of patterns in the vocabulary for a given network set s. 
While we advocate the interpretation of the 2D PMI map 
for a thorough understanding of heterogeneity, we also 
derive a one‑dimensional heterogeneity score value from 
the PMI map, for convenience of the reader interested 
in comparing with other one‑dimensional scores in the 
literature. The information‑deficient one‑dimensional 
heterogeneity score is defined as:
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where higher scores denote a larger difference from the 
background distribution. The one‑dimensional scores can 
incorrectly map two spatially different organizations of 
the TMEs, as seen by their PMI maps, to the same scale.

Visualize Spatial  Networks for Specific 
Relationships
After computing the PMI map for a given tumor sample 
or patient and identifying significant interactions or 
interaction motifs, it is necessary to interrogate the 
cells which contributed to this significant association. 
A  significant interaction would be considered when the 
PMI value is close to  ±1.    PMI values close to 1 signify 
that this particular spatial interaction of biomarker 
patterns occurs more frequently than observed in the 
background distribution. PMI values close to  −1 signify 
that when one pattern is observed in the network, the 
other pattern is found to be observed less frequently than 
expected from the background distribution. PMI values 

close to zero signify interactions that may adequately be 
described by the background distribution.

For a given interaction, a simple linear search through the 
network can extract the spatial connections in the network 
that contribute to the associations computed by PMI. These 
connections may then be superimposed onto the IF image 
to be examined in more detail by a pathologist [Figure 5].

Software
We used MATLAB  (version R2015a, The MathWorks, 
Inc., Natick, MA, USA) to implement the analysis pipeline. 
We applied the segmentation algorithm developed by GE 
to output the cellular data into a comma separated value 
file containing the spatial location and the biomarker 
intensity for each cell in the TMA  [Figure  2].[32,47] To 
partition the data into high‑ and low‑intensity signals (L1 
and L2, respectively  [Figure  4a]), we applied a threshold 
value as determined by the elbow found in the probability 
distribution of the intensities of each biomarker channel. 
For biomarker pattern recognition via K‑SVD, we used 
Ron Rubenstein’s MATLAB implementation from http://
www.cs.technion.ac.il/~ronrubin/Software/ksvdbo  ×  13.
zip [Figure 4b and c]. This toolbox also requires the use 
of an orthogonal matching pursuit implementation in 
MATLAB from http://www.cs.technion.ac.il/~ronrubin/
Software/ompbo  ×  10.zip. We selected the optimal 
subspace by performing multiple K‑SVD trials at 
different subspace sizes and chose the ideal subspace 
dimension when the reconstruction error stopped 
decreasing  [Figure  4d]. To consolidate the biomarker 
pattern sets learned from the L1 and L2 partitions, we 
used k‑means in MATLAB, where the number of clusters 
k was chosen using the silhouette function in MATLAB, 
which provides a graphical representation of cluster 
membership confidence [Figure 4e].[51]

To construct cell networks, we computed the median 
distance, dm, of the ten nearest neighbors for each cell and 
derived the standard deviation, s, from the median value, 
s = 1.5dm such that the connections between neighboring 
cells were Gaussian weighted. To keep the network sparse, 
cells separated by a distance  >3 s were not connected. 
PMI was calculated by Equation 3, using 2D histograms 
to compute the joint probabilities. We observed that 
the distribution of PMI values was concentrated around 
0, ranging between  −10 and 10, with an additional 
population of extremely large negative values. After it 
was determined that the extremal values were the result 
of a lack of co‑occurrences in combination with small 
smoothing coefficients used to calculate numerically 
stable logarithms, we suppressed these extremal values and 
focused only on the values around zero. PMI maps were 
normalized between  −1 and 1 for ease of visualization, 
and the extrema were saturated to a normalized PMI value 
of  −1. To visualize a specific interaction that contributes 
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to the construction of the PMI map, a linear search may be 
executed on the tissue data to look for the specific pairwise 
interactions of cell phenotypes requested [Figure 5].

Dataset
Table  1 provides a summary statistics for the TMA with 
cohorts from (a) ER(+) IDC, (b) ER(+) ILC, (c) ER(−) 
IDC, and  (d) HER2(+) IDC. Three biopsy cores were 
taken from each patient. For each tumor sample, we 
consider cells that passed QC  (see the Methods section 
for more details) and divide them into two distinct sets, 
high and low, based on biomarker intensities.

RESULTS

Preprocessing of Multiplexed/Hyperplexed 
Immunofluorescence Image Data
A cellular segmentation algorithm was previously 
developed and applied to IF data taking advantage 
of the selectivity of segmentation biomarkers, DAPI, 
Na+/K+‑ATPase, S6, and pan‑cadherin.[32] The output of 
the segmentation algorithm includes cellular masks and 
subcellular masks for each cell at nuclear, cytoplasmic, 
and membrane resolution  [Figures  1 and 2]. Using this 
segmentation, we extracted biomarker intensity at single 

Figure 5: Visualizing networks of spatial interactions from pointwise mutual information maps. The pointwise mutual information map in 
the middle denotes the relative probability of finding two co‑occurring phenotypes i and j in reference to a background distribution. In the 
colorbar above the pointwise mutual information map, red/blue indicates highest/lowest possible co‑occurrence, and black indicates an 
absence of interactions. The stem plots to the right describe the eight phenotypes learned from the data, where each stem plot represents 
the relative estrogen receptor, human epidermal growth factor 2, and progesterone receptor intensities of the phenotype (left to right). 
The labels for each stem plot (1–8) correspond to the rows and columns of the pointwise mutual information map. This map allows us to 
probe any tumor sample for networks of spatial interactions that contribute to the pointwise mutual information calculation. We display 
representative networks of spatial interactions for three different pointwise mutual information map entries. The two networks shown in 
yellow are examples where phenotype 6 spatially co‑occurs with itself more frequently than expected from the background distribution. The 
two networks shown in green indicate two spatial networks where phenotype 5 spatially co‑occurs with itself as would be expected from 
a random phenotyping of cells, given phenotype background probabilities. The two networks shown in blue portray interactions between 
cells of phenotypes 2 and 3 spatially co‑occurring, which happens less than is expected from the background distribution. In each of these 
cases, the nodes in these graphs are the spatially co‑occurring cells of a specific phenotype, and edges are only drawn to cells in spatial 
proximity. Depending on individual tumor graph statistics, these spatial relationships may be localized or ubiquitous throughout the tumor
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Table 1: Tissue microarray data with cohorts from 
(a) estrogen receptor(+) invasive ductal carcinoma, 
(b) estrogen receptor(+) invasive lobular carcinoma, 
(c) estrogen receptor(−) invasive ductal carcinoma, 
and (d) human epidermal growth factor 2(+) invasive 
ductal carcinoma. Spot number refers to the location 
on the TMA. The two numbers reported in the cell 
count column refer to the number of cells in the high-
signal and low-signal populations, respectively, where 
the data were partitioned based on biomarker signal 
intensities (see Figure 3a for more details). (c) Spots 
91 and 89 in ER(−) IDC are anomalous in that the ER 
staining was observed in the normal epithelium and 
not in the cancer cells. These spots were erroneously 
assigned the category of ER(−) IDC by the automated 
image processing algorithms. These errors could be 
avoided by having pathologists manually determine 
regions of interests. TMA: Tissue microarray, ER: 
Estrogen receptor IDC: Invasive ductal carcinoma

(a) ER(+) IDC

Spot# Patient ID #Cells

000 AL13-1 23 (1181)
031 AL13-1 222 (382)
026 AL13-2 72 (376)
055 AL13-2 604 (641)
060 AL13-2 420 (624)
005 AL13-3 433 (589)
046 AL13-3 327 (1629)
086 AL13-3 164 (600)

(b) ER(+) ILC

001 AL13-4 721 (249)
043 AL13-4 882 (192)
066 AL13-4 1065 (112)
011 AL13-5 2589 (166)
061 AL13-5 3339 (26)
080 AL13-5 2975 (52)
006 AL13-6 297 (621)
025 AL13-6 269 (458)
076 AL13-6 348 (246)
045 AL13-7 260 (192)
030 AL13-8 20 (125)
056 AL13-8 1062 (165)
096 AL13-8 479 (182) 

(c) ER(-) IDC

002 AL13-9 0 (1032)
039 AL13-9 43 (779)
079 AL13-9 1 (1084)
012 AL13-10 0 (1173)
052 AL13-10 0 (185)
091 AL13-10 0 (1779)
024 AL13-11 0 (849)
049 AL13-11 28 (831)
089 AL13-11 0 (895)

Table 1: Contd...
(c) ER(-) IDC

007 AL13-12 3 (381)
034 AL13-12 1 (482)
062 AL13-12 52 (917)
017 AL13-13 17 (84)
036 AL13-13 4 (1055)
072 AL13-13 44 (1219)
020 AL13-14 1 (1322)
044 AL13-14 0 (2296)
071 AL13-14 8 (1414)
032 AL13-15 12 (764)
057 AL13-15 65 (532)
029 AL13-16 118 (876)
067 AL13-16 4 (804)
095 AL13-16 4 (1771)

(d) HER2(+) IDC

003 AL13-17 147 (53)
038 AL13-17 209 (36)
068 AL13-17 276 (39)
015 AL13-18 69 (39)
041 AL13-18 771 (184)
078 AL13-18 319 (678)
013 AL13-19 245 (215)
053 AL13-19 824 (123)
090 AL13-19 970 (178)
023 AL13-20 1044 (757)
063 AL13-20 799 (229)
088 AL13-20 669 (101)
008 AL13-21 39 (162)
033 AL13-21 194 (44)
065 AL13-21 97 (7)
018 AL13-22 677 (6)
048 AL13-22 890 (2)
073 AL13-22 521 (5)
021 AL13-23 86 (57)
058 AL13-23 439 (8)
083 AL13-23 1048 (28)
028 AL13-24 126 (1724)
070 AL13-24 64 (1440)
093 AL13-24 309 (2079)

Contd...

cell resolution such that each cell was represented by 
its spatial coordinates and biomarker intensities, from 
which interaction networks were be built and biomarker 
intensity patterns were identified.

Figure 2 shows a pseudocolored IF image where ER signal 
is colored in blue, HER2 signal in red, and PR signal in 
green. The pseudocolored image makes colocalizations of 
biomarker signals within cells explicit and further helps 
assess heterogeneity. For example, the cytoplasm of a cell 
will appear either as cyan if ER  (blue) colocalizes with 
PR  (green) or as blue if ER  (blue) localizes by itself. 
For spot 55  [Figure  2], we concluded that a significant 



J Pathol Inform 2016, 1:47	 http://www.jpathinformatics.org/content/7/1/47

degree of heterogeneity is apparent. For demonstration, 
we highlighted three groups of cells shown by arrows in 
Figure  2. In the first group of cells  (middle arrow), ER 
and HER2 were dominant in their respective cellular 
compartments and did not colocalize. In the second group 
of cells  (top arrow), ER and PR colocalized to produce 
cyan, with HER2 signal localizing in the membrane. In 
the final group of cells  (bottom arrow), PR and HER2 
were dominant in their respective cellular compartments 
and did not colocalize, with a much smaller portion of 
ER(+) cells. This visualization example exemplifies a 
qualitative approach to describing heterogeneity, which 
was formalized and made quantitative with the PMI 
measure.

A Strategy for Quantifying Heterogeneity
Our strategy for quantifying heterogeneity has three 
components  [Figure  3]. First, we learn a small set of 
dominant biomarker intensity patterns, for example, 
ER high/HER2 high/PR off; from the IF data based on 
biomarker intensity composition of each cell, we assign 
it to one of the dominant patterns. Figure  3a shows 
a cartoon representation of possible cell phenotypes. 
Second, we construct a spatial network to describe 
the organization of biomarker patterns in a tumor 
(see Methods). Finally, we quantitate heterogeneity in 
the form of a PMI map, where the entries measure how 
frequently a particular spatial interaction between two 
phenotypes  (referenced by the row and column number) 
occurs in the dataset when compared to the interactions 
predicted by a random  (or background) distribution 
over all phenotypes. In Figure  3b‑d, PMI entries in red 
denote a strong spatial association between phenotypes 
while entries in black denote a lack of any colocalization. 
PMI entries colored green denote associations that are no 
better than a random distribution of cell phenotypes over 
the entire dataset. In addition, PMI maps can portray 
anti‑associations denoted by blue  (e.g.,  if phenotype  1 
rarely occurs spatially near phenotype  3) as shown in 
Figure 3d.

A PMI map with strong diagonal entries and weak 
off‑diagonal entries describes a globally heterogeneous but 
locally homogeneous tumor. To illustrate this, we show a 
canonical PMI map in Figure  3b where the associations 
in the diagonal entries for phenotypes 2, 4, and 8 are 
strong. This implies that these phenotypes are spatially 
associated with cells of the same phenotype as shown by 
the composition of the individual microdomains in the 
tumor sample in Figure 3b.

On the contrary, a PMI map with strong off‑diagonal 
entries can describe a tumor that is locally heterogeneous. 
In the canonical PMI map shown in Figure  3c, the 
associations between the cellular phenotypes 1 and 6, 2 
and 4, and 3 and 8 are spatially localized. In Figure  3d, 
we find associations between all phenotypes in the tumor 

image, and hence, the PMI is thoroughly intermixed. The 
benefit of PMI maps over existing measures is that the 
maps evoke a spatial relationship between phenotypes. 
These provide not only a summary of cellular composition 
but also an approximation of the tumor topology. For the 
sake of brevity, we have not included more complicated 
PMI map examples, but all maps are built off of these 
simple interactions.

Building a Dictionary of Biomarker Expression 
Patterns
We segregated the data into two partitions based on 
the distribution of signal intensity for each biomarker, 
under the assumption that signal intensity indicates 
true biomarker expression  [Figure  4a]. Notice that 
each of these log‑occurrence distributions may be 
modeled by two or more linear equations. The notch 
where these two different models would meet is set to 
be the threshold for that particular biomarker channel 
and is drawn as vertical lines in the biomarker intensity 
distribution graphs. For any given cell, if one or more of 
its biomarker intensities is above threshold, then that 
cell is classified as Level 1  (L1). If all of the biomarker 
intensities for any given cell are below the thresholds in 
their corresponding biomarker channels, then that cell is 
classified as Level 2  (L2). These two partitions can be 
interpreted in terms of their signal‑to‑noise ratio, where 
L1 has a higher signal‑to‑noise ratio and L2 has a lower 
signal‑to‑noise ratio in comparison. Each partition of 
cells is used to learn its own set of biomarker patterns. 
This approach seems particularly judicious given that 
the distribution of pattern coefficients for L1 and L2 
data has different Gaussianity in general  [Figure  2]. As 
shown in Figure  4a, the studied biomarker intensities 
have long‑tailed distributions, so we chose a log‑intensity 
representation to derive a numerically stable pattern 
recognition algorithm.

For each partition of the data, L1 and L2, we arrived 
at a sparse signal representation  [Figure  4b]. A  given 
data matrix X, where the columns represent each cell 
in the dataset and the rows represent the log biomarker 
intensities of each cell  (top to bottom, ER, HER2, PR, 
respectively), can be approximated by the product of 
matrices D and W. D  represents a dictionary of potential 
biomarker intensity patterns learned from the ensemble 
of cells in the dataset X, where each column represents 
one of the patterns learned from the data and each row 
represents the respective biomarker intensities of each 
pattern. W is a sparse matrix, which phenotypes each cell 
in X to a specific pattern in D with a particular scaling 
coefficient. Thus, each cell (column in W) is represented 
by only one cell phenotype, which corresponds to the 
biomarker pattern  (column in D) where the sparse code 
lies. The color spectrum for each matrix varies from 
blue (low intensity) to yellow (high intensity).



J Pathol Inform 2016, 1:47	 http://www.jpathinformatics.org/content/7/1/47

We also display matrix DW to portray the similarity 
between the actual data matrix and its reconstruction. 
By viewing matrices X and DW, which are column sorted 
by the dictionary element they have the most consensus 
with, we can observe that each of the biomarker patterns 
is present in the data. The benefit of this reconstruction 
of the data is the ability to represent a large array of 
cell‑level data with a small number of interpretable 
biomarker patterns, describing highly clustered clouds 
inherent to the dataset as shown in Figure  4c. Each cell 
in the three‑dimensional log biomarker intensity space is 
color coded by its phenotype [Figure 4c].

The reconstruction error of our linear representation 
of a given dataset X into dictionary D and dictionary 
coefficient matrix W highly depends on the 
dimensionality of D, i.e.,  the number of patterns that 
will be used to describe the dataset X. To choose 
the ideal dimensionality of D, we perform a 10‑fold 
cross‑validation of the data reconstruction [Figure 4d]. As 
is typical in these analyses, we note that as we increase 
the dimensionality, reconstruction error and the variance 
of the error decrease until a certain point where the 
error variance begins to increase with dimensionality. We 
found that a dictionary size of 11 patterns optimizes both 
reconstruction error and variance of the error, for both 
data partitions, L1 and L2.

Having learned a set of 11 patterns for each 
nonoverlapping partition of the data L1 and L2, we could 
merge the two dictionaries into a large single dictionary 
of biomarker intensity patterns that can describe the 
entire dataset. However, since these patterns were 
learned separately from partitions deriving from the 
same dataset, captured under the same experimental 
conditions, we noted that there were some redundancies 
between the dictionary learned from L1 data and the 
dictionary learned from L2 data. Thus, we used k‑means 
clustering to consolidate the large 22‑pattern dictionary 
(with 11 patterns from each partition) into a smaller 
final dictionary containing only the unique patterns 
discovered from our approach  [Figure  4e]. In Figure  4e, 
the 11 patterns learned from L1 and the 11 patterns 
learned from L2 are shown to the left. Each biomarker 
pattern is represented as a stem plot of its ER, HER2, 
and PR intensity, respectively. For convenience, we will 
describe the intensity patterns in the stem plots as being 
high, medium, and low. For example, pattern 8 in the L1 
dictionary  (shown to the left) may be described as ER 
high, HER2 medium, and PR low.

The outcomes of k‑means clustering, shown to the right, 
result in a final dictionary dimensionality of 8 biomarker 
intensity patterns. The final dimensionality was chosen 
based on the results of a silhouette criterion for clustering 
evaluation.[51] The boxes around each of the initial 
patterns to the left signify their cluster membership 

and correspond to the color of the pattern in the final 
pattern set on the right. Note that one pattern was 
unique to partition L2, pattern 7 of the final pattern set, 
with low ER expression, intermediate HER2 expression, 
and high PR expression. This demonstrates the value of 
partitioning the data into two groups, L1 and L2, where 
patterns dominant in one partition, but not the other, 
may be elucidated.

Visualizing Networks of Spatial Interactions from 
Pointwise Mutual Information Maps
We generated PMI maps to summarize the relative 
probabilities of all pairwise spatial interactions within a 
given tumor sample. In our reconstruction of the cellular 
IF data, each cell was assigned a specific phenotype by 
its dominant pattern under sparse coding (see Methods). 
Each bin of the PMI plot represents the dependence of a 
cell phenotype upon other phenotypes or itself, relative to 
the background distribution of the individual biomarkers 
over the entire dataset. After identifying important spatial 
dependencies between phenotypes, we can reference 
the tumor spots and their respective interactions which 
contribute to the PMI score.

Figure  5 displays an example PMI map for the entire 
dataset [Table  1], excluding the tumor samples 
containing  <100  cells. Each row and column are 
numbered from 1 to 8, representing one of the 8 potential 
cell phenotypes displayed to the right  [learned via the 
approach described in Methods and Figure  4]. Each bin 
of the PMI map is colored from blue to red, according to 
its PMI score. Scores close to red signify that a particular 
spatial interaction between two phenotypes  (referenced 
by the row and column number) occurs in the dataset 
more frequently than a random distribution of all the 
phenotypes in the data would account for. Scores close to 
blue signify that a particular spatial interaction between 
two phenotypes occurs in the dataset much less frequently 
than a random distribution would account for. If a bin is 
green, then it signifies that the background distribution 
of the phenotypes in the dataset adequately describes 
the spatial interaction between those two phenotypes. 
Bins colored in black signify that this potential spatial 
interaction is not found in this sample of the data.

In Figure  5, we show networks of spatial interactions 
that contribute to any one entry in the PMI map. The 
spatial dependencies shown in green for spots 46 and 
25 signify similarity to the background distribution in the 
co‑occurrence of phenotype  5  (ER high, HER2 medium, 
PR low) with itself. Note that these interactions can be 
either ubiquitous throughout the tumor sample (spot 46) 
or localized to specific tumor structures  (spot 25). The 
spatial dependencies shown in light blue for spots 55 and 
11 signify lower probability than background distribution 
in the co‑occurrence of phenotype  2  (ER high, HER2 
medium, PR medium) with phenotype 3 (ER high, HER2 
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high, PR low). In comparison, spatial dependencies shown 
in yellow for spots 90 and 43 signify higher probability 
than background distribution in the co‑occurrence of 
phenotype  6  (ER high, HER2 low, PR low) with itself. 
Note that these interactions are spatially localized. 
Observe that the PMI maps will change when we evaluate 
the relative probabilities over different subpopulations.

Pointwise Mutual Information Maps as Potential 
Diagnostic Biomarkers
In Figure  6, we show the construction of PMI maps for 
subpopulations of the dataset: patient AL13‑3 ER(+) 
IDC cores  (spots)  [Figure  6a], patient AL13‑6 ER(+) 
ILC cores  [Figure  6b], patient AL13‑14 ER(−) IDC 
cores  [Figure  6c], and patient AL13‑21 HER2(+) IDC 
cores  [Figure  6d]. For each panel of this figure, we 
display the PMI maps for the three replicate cores of 

a given case, then combine the spatial networks for all 
three cores to build a patient‑level PMI map, and finally 
report HETPMIS

 scores for each PMI map.

For AL13‑3 ER(+) IDC  [Figure  6a], we observe 
no interactions involving phenotype  7  (ER low, 
HER2 medium, and PR high) or phenotype  8  (ER 
medium, HER2 medium, PR high), denoting a lack of 
ER(−)/PR(+) cells for this patient. There are also a few 
interactions that have negative PMI scores, denoting a 
lower likelihood for co‑occurrence than predicted by the 
background distribution  (e.g.,  phenotype  3  [ER high, 
HER2 high, PR low] with phenotype  4  [ER high, HER2 
high, PR medium]). One particular spatial interaction 
with a slightly higher likelihood for co‑occurrence 
compared to the background distribution is that between 
phenotype  5  (ER high, HER2 medium, PR low) with 
itself. The observation that the replicate core PMI 

Figure 6: Pointwise mutual information maps as potential diagnostic biomarkers. Pointwise mutual information maps were constructed 
for individual cores using the background distributions of cell phenotypes in the entire dataset and were pooled together for patient‑level 
pointwise mutual information (entire tumor) to better assess intratumor heterogeneity. A representative (a) estrogen receptor(+) invasive 
ductal carcinoma patient, (b) estrogen receptor(+) invasive lobular carcinoma patient, (c) estrogen receptor(−) invasive ductal carcinoma 
patient, and (d) human epidermal growth factor 2(+) invasive ductal carcinoma patient pointwise mutual information map was shown, as well 
as pointwise mutual information maps for the three cores taken from each patient. A heterogeneity score was assigned to each core/patient 
based on the entries in each pointwise mutual information map (see Methods for the relevant equation). Based on this heterogeneity score, 
patients AL13‑3 estrogen receptor(+) invasive ductal carcinoma and AL13‑6 estrogen receptor(+) invasive lobular carcinoma show more 
heterogeneity (difference from background distribution) than AL13‑14 estrogen receptor(−) invasive ductal carcinoma and AL13‑21 human 
epidermal growth factor 2(+) invasive ductal carcinoma. The degree to which the core‑level pointwise mutual information maps change 
with respect to each other and the patient‑level map can elucidate how much or little intratumor heterogeneity exists. For example, the 
core‑level pointwise mutual information maps for patient AL13‑14 are very similar, signifying that each core is a reasonable approximation 
for the patient‑level analysis. As a contrary example, patient AL13‑21 has highly differing core‑level pointwise mutual information maps, 
signifying a high degree of intratumor heterogeneity in this patient. The summary heterogeneity score can provide a simple low‑level 
understanding of heterogeneity between or within patient samples while the pointwise mutual information maps can provide a higher‑level 
understanding, providing insight into the spatial relationships of different cell types which bring about the heterogeneity. We also propose 
visualization tools that can help elucidate these relationships in this higher‑level understanding [Figure 5]
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maps are similar to the combined patient‑level PMI 
map suggests that the cores are reasonably accurate 
representations of the entire tumor. However, larger PMI 
values in spot 5 and 46, compared to spot 86, lead to 
higher heterogeneity scores.

The PMI map for AL13‑3 ER(+) ILC  [Figure  6b] 
presents a high level of deviation from the background 
distribution as noted by its array of colors. 
Phenotype 8 (ER medium, HER2 medium, PR high), for 
example, presents a dynamic behavior, interacting with 
itself heavily, in addition to phenotype 2 (ER high, HER2 
medium, PR medium) and phenotype  7  (ER low, HER2 
medium, and PR high), above background distribution. 
This example suggests that PR(+) phenotypes co‑occur 
spatially. There exists a certain degree of core‑level 
heterogeneity within the tumor. Notably, spots 25 and 76 
contain no cells of phenotype 7 (ER low, HER2 medium, 
and PR high) while spot 6 exhibits phenotype  7 under 
specific interactions with phenotype  2  (ER high, HER2 
medium, PR medium), phenotype  5  (ER high, HER2 
medium, PR low), phenotype 6  (ER high, HER2 low, PR 
low), and phenotype  8  (ER medium, HER2 medium, 
PR high). Note that, for core 25, the interaction of 
phenotype 5 (ER high, HER2 medium, PR low) with itself 
changed from being slightly positive  [when the entire 
dataset was considered, Figure  5] to slightly negative in 
the core‑level PMI map. Lack of interactions lessens the 
heterogeneity scores for spots 25 and 76 compared to 
spot 6. The heterogeneity score for spot 6 is heightened 
due to stronger anti‑associations (for example, between 
phenotypes 3 and 5 and phenotype  3 with itself), which 
are then smoothed out by the addition of the two 
remaining spots for the AL13‑6 patient level PMI map.

AL13‑14 ER(−) IDC  [Figure  6c] contains fewer PMI 
interactions than the previous two examples, with 
23 of the potential 36 interactions not occurring at 
all in the patient  (shown as black in the PMI map). 
Phenotype  1  (ER high, HER2 low, PR nearly off) 
cells, however, co‑occur with other phenotype  1  cells 
more frequently than is described in the background 
distribution. It may seem counter‑intuitive that ER high 
phenotype  1 occurs in the ER(−) IDC data. However, 
ER(−) data may very well be captured by an ER high 
phenotype because a given phenotype decision is made 
based on the angle between the pattern vectors and the 
data point in 3D space, and not by the projection distance 
of the data point onto the pattern vectors [Figure 3]. The 
observation that the replicate core PMI maps are similar 
to the combined patient‑level PMI map suggests that the 
cores are reasonably accurate representations of the entire 
tumor.

For AL13‑21 HER2(+) IDC [Figure 6d], phenotype 7 (ER 
low, HER2 medium, and PR high) co‑occurs at greater 

than background probability with phenotype 1  (ER high, 
HER2 low, PR nearly off), phenotype  2  (ER high, HER2 
medium, PR medium), and phenotype 6 (ER high, HER2 
low, PR low). In addition, phenotype  8  (ER medium, 
HER2 medium, PR high) has a highly dependent 
interaction with itself. An interesting feature of this 
patient is that the tumor cores taken from this patient 
are highly heterogeneous. Spot 8 is very dynamic while 
spot 65 is completely homogenous, containing only 
phenotype  3  (ER high, HER2 high, PR low) interacting 
with itself.

Comparing heterogeneity scores across patients, we 
observe that ER(+) ILC patient AL13‑6 has the highest 
degree of heterogeneity, followed by ER(+) IDC patient 
AL13‑3, HER2(+) IDC patient AL13‑21, and finally 
ER(−) IDC patient AL13‑14. Patient AL13‑6 has the 
largest diversity of interactions  (few black bins) and 
contains many strong positive and negative PMI values. 
Patient AL13‑3 has less phenotype co‑occurrence diversity 
but contains mostly strong negative association scores. 
Following this, AL13‑21 contains many interactions 
with low PMI values. Finally, AL13‑14 has the lowest 
heterogeneity score, containing very few co‑occurrences 
with strong PMI values. Clearly, a breadth of information 
pertaining to the dependencies between interactions of 
various cell types and various levels of local and global 
heterogeneity can be gleaned from core‑level PMI maps 
and comparisons of these maps to their patient‑level 
PMI.

DISCUSSION

With the ability to capture a growing number of 
biomarkers, IF and mass spectrometry imaging techniques 
will play a major role in the quantification of spatial 
intratumor heterogeneity. These emerging hyperplexed 
imaging technologies will increase the need for scalable 
algorithms. The output of these algorithms must remain 
interpretable and actionable for decision‑making purposes 
in the diagnostic realm. Our method is flexible regardless 
of the number of biomarkers imaged and can incorporate 
spatial and expression data together to quantify spatial 
intratumor heterogeneity. The end product includes 
PMI maps, which represent spatial relationships between 
cell phenotypes and other constituents of the TME. In 
addition, we provide a score based on PMI values to 
summarize intra‑  and inter‑tumor heterogeneity. Finally, 
the PMI maps permit the end user to visualize its 
individual components in the form of spatially interacting 
cellular networks.

PMI maps have the potential to be an innovative tool 
for the modern computational pathologist. For example, 
if a tumor sample has a PMI map with strong diagonal 
entries and weak off‑diagonal entries, this describes a 
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tumor with several highly localized self‑interactions of 
specific cell phenotypes, thus signifying a tumor sample 
exhibiting local homogeneity but global heterogeneity. 
As a contrary example, a tumor sample with a PMI map 
having strong off‑diagonal entries describes a tumor 
with many localized interactions between different cell 
phenotypes, signifying a tumor sample exhibiting strong 
local heterogeneity. Another possibility is the presence 
of only a single dominant entry in the PMI map, which 
signifies either global homogeneity if along the diagonal 
or global heterogeneity with two mixing populations 
if off‑diagonal. By looking at a patient’s PMI map, 
and comparing it to the individual PMI maps for each 
tumor sample as well as cohort‑summarized  (e.g.,  for all 
ER[+] IDC patients) PMI maps, unique interactions 
between biomarkers in the sample can be identified and 
interrogated. HETPMIS

 scores (Equation 4) can be used to 
compare tumor samples quickly. Using these measures, a 
clinician can arrive at highly specific conclusions regarding 
the degree of heterogeneity within a single tumor sample 
or between different samples of the same tumor. The 
level of information surmised from PMI includes spatial 

elements that are not achievable by other methods that 
quantify intratumor heterogeneity, including QE.[35]

Comparing Pointwise Mutual Information to 
Quadratic Entropy and Clinical Standards
QE measures heterogeneity via species diversity 
(relative abundance) without explicitly quantifying 
spatial interactions among species. To compare QE 
with PMI maps, we binned ER signal intensities to 
define different “species” of cells in the TME. Following 
work in ecological diversity,[34] Potts et  al.[35] introduced 
a distance matrix between these species to penalize 
spatial interactions between disparate species  (more 
heterogeneity) but reward spatial interactions between 
similar species  (less heterogeneity). High QE values 
denote more heterogeneity, and low QE values denote 
less heterogeneity. We computed HETslide as the QE of 
the entire tumor sample and HETROI as the QE of various 
regions of interests in the tumor sample  [Figure  7a‑c]. 
We observed for our data that HETslide does not 
correlate consistently with any of the statistics for 
HETROI  [Figure  7d and e]. This is similar to our 

Figure 7: Quadratic entropy implementation with patient and core‑level results. (a) The estrogen receptor immunofluorescence image 
is shown for spot 5. Note different levels of estrogen receptor signal intensity throughout the tumor sample. (b) Regions of interest are 
selected via k‑means clustering on the XY coordinates of each cell (although one may also select regions of interests manually). (c) The 
frequencies of each estrogen receptor‑intensity species (where 1 is lowest intensity and 4 is highest) are shown for spot 5 by the blue bars. 
The species frequencies for spot 76 (immunofluorescence and regions of interests not shown) are shown in red to provide another example 
of potential estrogen receptor‑intensity distributions. Quadratic entropy is reported for the entire tumor sample (HETslide), as well as mean, 
minimum, and maximum quadratic entropy of each regions of interest (HETROI). (d and e) Quadratic entropy was calculated for patients 
AL13‑3 and AL13‑14, from cohorts estrogen receptor(+) invasive ductal carcinoma and estrogen receptor(−) invasive ductal carcinoma, 
respectively. HETslide is computed for each individual replicate core of each patient and then computed for the entire patient (consolidating 
the cells from each core). HETROI is computed for each region of interest in the cores and the mean, minimum, and maximum HETROI 
scores are reported for each core and patient

d

cba

e
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observations in Figure 6 where patient‑level PMI maps do 
not necessarily correlate to their replicate core PMI maps, 
highlighting a degree of spatial heterogeneity between 
cores. In addition, HETslide can be similar for different 
tumor samples even though the samples have radically 
different frequencies of ER expressing species  [Figure  7, 
panel d vs. panel e].

One feature of the QE model is the use of a distance 
matrix between species for characterizing heterogeneity. 
Another feature of the model is the encoding of 
spatially heterogeneous subregions in a tumor sample 
by the computation of both HETslide for the entire 
tumor sample and HETROI for the subregions. Finally, 
the implementation of the QE model is simple and 
elegant, where species can be defined using only the 
signal intensity of single biomarkers. However, QE 
does not quantify the probability of spatial interactions 
between two cell phenotypes as done in PMI with its 
spatial network‑based approaches. Currently, the QE 
approach works with one channel at a time while PMI 
can elucidate spatial relationships simultaneously in the 
space of all biomarkers. It may also be possible to develop 
a multichannel QE algorithm to quantify heterogeneity. 
In addition, QE and PMI are complementary in that 
a distance matrix can be incorporated into future 
implementations of PMI. Finally, we intend to incorporate 
the scaling factor associated with the assignment of 
cell phenotypes in the construction of PMI maps. It 
is important to emphasize that PMI maps should be 
interpreted in their entirety as 2D maps and not as 
one‑dimensional information‑deficient heterogeneity 
scores.

CONCLUSION

This paper presents an approach for describing 
intratumor heterogeneity, in a quantitative fashion, which 
departs from the purely qualitative approaches currently 
used in the clinic. With access to larger data samples and 
clinical outcome data, we will be able to correlate spatial 
relationships with disease progression and response to 
therapy. By increasing the number of biomarkers imaged, 
we can select for cells in different states of activation, 
as well as noncellular constituents  (e.g.,  secretory 
elements, extracellular matrix), and quantify relationships 
between previously unstudied determinants in the 
TME. In combination with genomic, proteomic, and 
transcriptomic data, our PMI‑based method for spatial 
intratumor heterogeneity using high‑dimensional imaging 
modalities may be used as part of a multimodal approach 
to study the mechanisms of cancer.
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